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Abstract

The recent emergence of deep learning methods has enabled the research community to achieve state-of-the-art results in several domains including natural language processing. However, the current robocall system remains unstable and inaccurate: text generator and chat-bots can be tedious and misunderstand human-like dialogue. In this work, we study the performance of two models able to enhance an intelligent conversational agent through adversarial conversational shaping: a generative adversarial network with policy gradient (GANPG) and a generative adversarial network with reward for every generation step (REGS) based on the REGS model presented in Li et al. [18]. This model is able to assign rewards to both partially and fully generated text sequences. We discuss performance with different training details: seq2seq [36] and transformers [37] in a reinforcement learning framework.

1 Introduction

Sequential data is ubiquitous: audio, video, text and time series are easily accessible to everyone. This allows the development of multiple state-of-the-art machine learning models in many fields and especially in natural language processing (NLP) [3]. NLP has received intense interest in part due to the rapid rise of deep-learning-based methods. More specifically, nowadays NLP most used algorithms are based on recurrent neural networks (RNNs) [31], long short term memory (LSTM) [11], gated recurrent units (GRUs) [6] and bi-directional RNNs (BRNNs) [33]. Text generation lays the foundation for many applications such as open dialogue generation [29, 35], text summarizing [11] and data augmentation [7] to name a few.

Most of the time, these systems are built upon an end-to-end model such as the sequence-to-sequence model (seq2seq) [36] that aims to encode an input text sequence into a mathematical vector and then decoding the vector into a target text sequence.

The objective of a dialogue system is to generate coherent and meaningful text responses given a dialogue input. The standard training method for such neural language models usually uses a maximum likelihood estimator (MLE) and an objective function derived from the Kullback-Leibler (KL) divergence between the empirical probability distribution representing the data and the parametric probability distribution output [14]. Despite the efficiency of this estimator, the conversational agent produces conventional answers that lack originality. Indeed, the MLE estimates the parameters of a probability distribution by maximizing the corresponding likelihood function so that under the assumed statistical model the observed data is more probable. Thus, it encourages the
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model to generates high-frequency words such as 'are', 'the', 'and', 'is' and it is harder to produce rare words and interesting answers.

In this work, we propose to compare existing works with a novel conversational agent that uses the T5 transformers, presented in Raffel et al. [25], during training. T5 is a pre-trained encoder-decoder model in which each task is converted into a human-language-like task. Also, to increase the creativity of our agent, we compare a generative adversarial network with policy gradient (GANPG) and a generative adversarial network with Reward for Every Generation Step (REGS) [18] using pre-training only in a reinforcement learning framework.

2 Related Work

Dialogue Generation Open-domain dialogue generation is an increasingly prominent component of natural language processing (NLP). Indeed, nowadays, it constitutes the foundation of most NLP research. The techniques, used in NLP for text generation, have evolved alongside the progress in deep learning: variational auto-encoders are now widely used for text summarizing [23] and dialogue modelling [39]. However, variational auto-encoder models have limitations due to posterior collapse (KL collapse). Multiple works, such as [38, 34, 21] used the seq2seq method to build end-to-end conversational systems. Over the past years, GANs have also been one of the major NLP improvements [10, 26]. Finally, the combination of reinforcement learning (RL) and natural language processing is becoming omnipresent in the field [27, 22]. In the RL paradigm the agent’s goal is to maximise the reward it receives from the environment. By designing the reward function in the environment we can optimise this setup for efficient word classification, accurate translation or dialogue generator.

Generative Adversarial Networks (GAN) are a Deep Learning technique that makes use of two neural networks: a generative model G and a discriminative model D that are trained simultaneously. G captures the distribution of the target data whilst D contributes to the training of G by classifying the generated data by G as real or machine-generated data. Adversarial Networks first appeared in 2014 [9] as a pair of simple neural networks. This technique enables to generate new data with the same statistical properties as the input data used for the training set. Since then, Generative Adversarial Networks have been widely used in different fields especially in Computer Vision [24], [5] and Natural Language Processing (NLP) [8], [17]. GANs have also been combined with Reinforcement Learning framework in order to improve multiple generation tasks such as speech language generation with Policy Gradient Reinforcement Learning by back-propagating the error from the discriminator [42].

Transfer Learning is widely used in the field of Machine Learning to reuse, transfer and leverage knowledge from a model. It is a popular approach in Deep learning where pre-trained models are used as the starting point on computer vision [19] and Natural Language Processing tasks [30]. In our work, we use the transformers model T5 that was first presented by [25] in order to convert all text-based language problems into a text-to-text format.

3 Generative Adversarial Networks (GANs) for Conversational Shaping

Given a dialogue history \( x \), we aim to generate responses \( y \) according to a policy defined by an encoder-decoder model. We defined two different models: a GAN with REGS and a GAN with Policy Gradient. Then, we will compare the usage of Seq2Seq and T5 Transformers on these models.

3.1 GAN with Policy Gradient

The GAN is composed of a generative model G and a discriminative model D. G defines a policy that generates the response \( y \) by computing a probability vector of each token in the target sequence using a softmax function whilst D has the role of a classifier. In this case, we consider a binary discriminator that uses a sequence of pair of input and response dialogue \( \{x, y\} \) and classify each input as either human generated or machine generated. Based on the work of [16], we encode the input sequences into a vector of probabilities with the help of a Hierarchical Neural Auto-encoder. When the input is classified as human-generated, the corresponding assigned score is denoted by \( Q_+ (\{x, y\}) \)
when the input is classify as machine-generated, the corresponding assigned score is denoted by $Q_-(\{x, y\})$.

For the training, we use Policy Gradient algorithm: It is a Reinforcement Learning technique that aims at optimizing the parametrized policy with respect to the long-term cumulative reward by gradient descent. This training method encourages the model to generate human-like responses $y$ which are generated by sampling directly from the policy and used to update the discriminator. In this framework, the assigned score is used as reward for the generator. Thus, the objective is to maximize the expected reward. We do so using the REINFORCE algorithm from [40] as in [17].

$$J(\theta) = E_{y \sim p(y|x)} (Q_+ (\{x, y\}) \mid \theta)$$

And, its gradient can be estimated as follows:

$$\nabla J(\theta) \approx [Q_+ (\{x, y\}) - b(\{x, y\})] \nabla \log \pi(y \mid x)$$

$$= [Q_+ (\{x, y\}) - b(\{x, y\})] \nabla \sum_t \log p(y_t \mid x, y_{1:t-1})$$

In the above equations, $\pi$ represents the probability of the generated responses $y$ and $b$ is the baseline used to regulate the variance of the estimate to make it efficient (low variance, unbiased and consistent).

### 3.2 GAN with Reward for Every Generation Step (REGS)

In the previous section, we saw that the Generative Adversarial Network (GAN) with Policy Gradient model presents some flaws: a unique reward is assigned to each token of the human-generated response whilst we would expect different rewards. Also, in REGS, the discriminative model aims at assigning rewards to both fully and partially generated text sequences whilst the neural network uses the mean squared loss between the machine-generated text and real text rewards. This proves the importance of computing the reward at each intermediary step of the generation. [18] propose two strategies to compute such rewards: Monte Carlo Search and training a discriminator that is able to assign rewards to partially and fully generated sequences. In this section, we focus on reproducing the latter strategy from [18]'s paper.

Like in [26], we denote the generated sequences $\{y_{1:t}\}_{t=1}^{NY}$ and separate them into positive and negative sequences to denote the partially generated sequences, namely $\{y_{1:t}^+\}_{t=1}^{NY^+}$ and $\{y_{1:t}^-\}_{t=1}^{NY^-}$. Then, we randomly sample one example from each sequence and use it to update the discriminator. For each partially generated sequence $Y_t$, the discriminator assigns a score $Q_+(x, Y_t)$ that will classify the sequence. The corresponding baseline value denoted $b(x, Y_t)$ helps regulate the variance [28].

Hence, the generator is updated according to:

$$\nabla J(\theta) \approx \sum_t (Q_+(x, Y_t) - b(x, Y_t))$$

$$\nabla \log p(y_t \mid x, Y_{1:t-1})$$

### 3.3 Training details

Given the dialogue history, we start by pre-training the generator by predicting target sequences. Then we train both Seq2Seq with attention and transformers T5 models for each neural network.

We experimented several procedures in order to assess efficiency of the models:

- We trained the networks with and without teacher forcing.
- We trained the networks with and without layer freezing. When we applied layer freezing, we froze all layers of the model except the language model head and last decoder block of the transformer.
- We tried different range of learning rates: $1e^{-3}$, $3e^{-4}$ and $5e^{-5}$. After several trials, we observed that the most suited learning rate was $1e^{-3}$.
3.3.1 Sequence-to-sequence (Seq2Seq) with attention

In this section, we evaluate the pretrained and REGS models with Seq2seq with attention. We used the code from [17]. The Seq2Seq framework relies on the encoder-decoder paradigm: it consists on encoding the source sequences and decoding the target sequence. The attention mechanism enforces the model to pay more attention on specific parts of the source sequence when decoding. That is, the encoder does not have to encode the entire input sequence into a vector and we are not relying only on the hidden vector anymore [2].

During training, at each time step, the decoder will generate a probabilistic vector \( p_i \in \mathbb{R} \) that contains the probabilities of each token at each relevant time step. Then, given the input sequence \( x_i \), we can compute the probability of some target sequence \( y_i \): \[
\mathbb{P}(y_1, \ldots, y_m) = \prod_{i=1}^{m} p_i[y_i];
\]
where \( p_i[y_i] \) means that we extract the \( y_i \)th entry of the vector \( p_i \) from the \( i \)th decoding step. We aim at generating human-like text, that is, maximizing the probability of the target sequence. This is the same as minimizing the standard cross entropy between the target distribution and the actual output:

\[
- \log \mathbb{P}(y_1, \ldots, y_m) = - \log \prod_{i=1}^{m} p_i[y_i] = - \sum_{i=1}^{m} \log p_i[y_i]
\]

3.3.2 Transformers T5

We also built our neural networks using a Transformers T5 for comparison purpose. T5 is an encoder-decoder model was first presented in [25]'s work. It is pre-trained on a multi-task mixture of unsupervised and supervised tasks and treat every text processing problem as a "text-to-text" problem. The advantage of the text-to-text format is that we can apply the same model, loss function, hyper-parameters, training procedure and decoding procedure on both the input and the output.

Figure 1: Explanatory diagram of the T5 framework: “Text-to-Text Transfer Transformer”, image from [25].

We used the language model for both the generator and the discriminator. Indeed, as suggested in [25], using the language model instead of a binary classifier would improve the accuracy of the predictions in this case.

3.3.3 Teacher Forcing

Teacher Forcing is widely used in the field of Deep Learning Language Models to quickly and efficiently train RNNs that use the ground truth from a prior time step as input. This method consists on supplying observed sequence values as inputs during training and using the network’s own one-step ahead predictions to do multi-step sampling as explained in [15]. For instance, we would give both human and machine generated responses to the generator for model updates and arbitrarily assign the value of 1 as reward to each human generated response. That is, the 'teacher' is forcing the model to learn what is a human-like generated response. The idea of this method is to enforce the model the regularize itself when it deviates from the training dataset.

In our experiments, we tried to implement our models with and without Teacher Forcing. It presents some advantages and disadvantages. This method will enforce a faster converging training as the hidden states of the model are not updated with wrong prediction sequences anymore, nonetheless, the issue of Exposure Bias occurs: [32]. When no ground-truth is available, there is a train-test discrepancy that might lead to inefficiency of the model.
4 Experimental Results and Discussions

We evaluate the above detailed methods on the Daily Dialogue dataset [20] and assess their efficiency using adversarial evaluation. We trained the T5 discriminator from scratch and raised the accuracy of predicting real and fake generated responses on balanced data. We also did the same procedure manually by denoting ourselves whether the dialogue and the corresponding generated answer made sense or not. We obtained the following results:

<table>
<thead>
<tr>
<th></th>
<th>T5 PT</th>
<th>T5 REGS</th>
<th>T5 PG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dist-1</td>
<td>0.2</td>
<td>0.085</td>
<td>0.079</td>
</tr>
<tr>
<td>Dist-2</td>
<td>0.47</td>
<td>0.177</td>
<td>0.162</td>
</tr>
<tr>
<td>Bleu-1 (1e-3)</td>
<td>98.88</td>
<td>58.26</td>
<td>56.84</td>
</tr>
<tr>
<td>Bleu-2</td>
<td>55.2</td>
<td>26.66</td>
<td>24.96</td>
</tr>
<tr>
<td>Bleu-3</td>
<td>21.01</td>
<td>8.57</td>
<td>6.84</td>
</tr>
<tr>
<td>Bleu-4</td>
<td>14.21</td>
<td>6.1</td>
<td>1.07</td>
</tr>
<tr>
<td>Adversarial Accuracy</td>
<td>68%</td>
<td>70%</td>
<td>72%</td>
</tr>
<tr>
<td>Human Accuracy(avg)</td>
<td>64%</td>
<td>73%</td>
<td>68%</td>
</tr>
</tbody>
</table>

Table 1: Final Results for T5 (PG stands for Policy Gradient and PT stands for pretrained)

<table>
<thead>
<tr>
<th></th>
<th>S2S PT</th>
<th>S2S REGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dist-1</td>
<td>0.078</td>
<td>0.081</td>
</tr>
<tr>
<td>Dist-2</td>
<td>0.551</td>
<td>0.502</td>
</tr>
<tr>
<td>Bleu-1 (1e-3)</td>
<td>30.06</td>
<td>41.74</td>
</tr>
<tr>
<td>Bleu-2</td>
<td>15.8</td>
<td>23.3</td>
</tr>
<tr>
<td>Bleu-3</td>
<td>10.16</td>
<td>4.22</td>
</tr>
<tr>
<td>Bleu-4</td>
<td>5.11</td>
<td>1.32</td>
</tr>
<tr>
<td>Adversarial Accuracy</td>
<td>85%</td>
<td>75%</td>
</tr>
<tr>
<td>Human Accuracy(avg)</td>
<td>81%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Table 2: Final Results for Seq2Seq (PT stands for pretrained)

5 Conclusion

In this work, we draw intuitions from the work of [17], [41] and [43]. We propose an adversarial training approach for response generation. We built two Generative Adversarial Networks using the brand new text-to-text transformers T5 and compared it with a Seq2Seq implementation and a pretrained model. For the evaluation, we used BLUE and DIST. We choose cast the models in a Reinforcement Learning framework and deal with assigned scores as rewards for the classifiers. This allowed the generator to generate human-like dialogue responses.

From the Tables 1 and 2 displayed above, we can conclude that out of all the presented models, the pretrained T5 model is the one that performs the best with the lowest adversarial accuracy of 68%. Furthermore, we notice that all T5-based networks perform better than the Seq2Seq-based networks with a lowest adversarial accuracy of 80% obtained with the Seq2Seq REGS model. We can assume that T5 performs better Seq2Seq as it is a powerful model, thus, the discriminator might easily cheat by finding hacks. Finally, we can observe that the GAN seems to contribute more to the efficiency of the model when paired with seq2seq rather than with T5.

We also manually assessed the models by acting like the discriminator ourselves and classifying the generated response as real or fake given an input dialogue. We obtained the same ranking: pretrained T5 seems to perform the best and all T5-based models perform better than Seq2Seq-based models.

5.1 Future work

We identified two main axes of expansions for this project. On the first hand, implementing a Diversity-Promoting GAN would allows to assess and compare the efficiencies of the models. On
the other hand, exploring and applying counterfactual reasoning to these models could show great improvement.

**Diversity-Promoting Generative Adversarial Network (DP-GAN):** [41] implemented a DP-GAN in a Reinforcement Learning framework. This model contains a language model based discriminator D trained over real and generated text, in opposition to our binary classifier, and assigns low reward to repetitive text and high reward for novel and rare text, to encourage the generator to produce more diverse text. The output of the discriminator is used as reward for the generator.

![DP-GAN model](image)

**Counterfactual Reasoning** is a psychology concept that describes human behaviour able to learn from previous experiences and create alternative solutions. It is a probabilistic answer to the question "what would have happened if ". In the case of our work, counterfactual reasoning allows a bot to more accurately answer a question and participate to a discussion. In the area of NLP, Deep Learning and reinforcement Learning, counterfactual reasoning is used for different purposes. Most commonly, it is used for data augmentation purposes [13], [44]. But also, in order to explore alternative policies that an agent could have been taken [43]. But also, in the purpose of leveraging advantages of counterfactual reasoning for decision making in the reinforcement learning framework [4]. Or another field of application of counterfactual reasoning is Learning representations as in [12]. As extension of this work, applying a counterfactual inference system on the trained models should improve the diversity of the responses. [43] implemented a CF framework on the REGS neural network.
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